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Momentum distribution of multiply charged ions produced by intense (50—70-PW/cm?) lasers
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We investigate both theoretically and experimentally the momentum distribution of multiply charged ions
ionized by an intense multicycle laser field with a maximum intensity of ~(50—70) PW/cm?. Ions with
different charge states are produced during a single laser shot due to a spatial variation of the laser intensity
within the beam focus. The measurements show approximately a simple linear relation between the width of
the momentum distributions and the ionization potential of the ions. Such a power law scaling appears to be
universal for various rare gas atoms used (He, Ne, Ar). We analyze this ionization dynamics using a quasi-
classical tunneling theory for a single active electron model assuming that the interaction between electrons is
negligible in such a strong field limit. We show that for the relatively long pulses used in the present work
(~200 fs or ~80 cycles) the effect of the laser envelope plays an important role in the ionization process.
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I. INTRODUCTION

During the last years, single and double ionization of neu-
tral atoms by infrared laser pulses has been intensively stud-
ied both experimentally [1-3] and theoretically [4—6]. These
studies, particularly for double ionization, are focused on the
calculation of the ion yields and reveal two basic mecha-
nisms for the production of the same charge state: Sequential
ionization is observed at high fields with two electrons being
ionized independently of each of them and successively re-
moved. Nonsequential ionization is observed at low fields
where the electron ionized first will knock out the second
(bound) electron in a laser assisted electron-electron colli-
sion, leading to double ionization. Very recent measurements
[7] of ion yields revealed that these two mechanisms are also
present for multiple ionization involving more electrons (up
to Ne>*). In the strong-field regime the measured yields agree
with the Ammosov, Delone, and Krainov tunneling (ADK)
theory [8,9] developed within a single active electron model,
which implies that electrons in the strong-field regime are
independent and therefore the ionization is sequential. The
sequential mechanism in multiple ionization of atoms irradi-
ated by a vuv laser pulse has also been confirmed in recent
experiments [10].

Technological advances in laser and in atomic collision
physics have opened new pathways for measurements be-
yond the ion yield production. Foremost, the momentum dis-
tribution of ionized atoms produced by linearly polarized
lasers with relatively moderate intensity has been intensively
analyzed employing cold-target recoil-ion-momentum spec-
troscopy [11-18]. The measured distributions of the doubly
charged ion momentum parallel to the polarization of the
laser show for Ne and Ar two symmetrical peaks with a dip
at zero momentum. This is an indication of the strong
electron-electron interaction in the system where the ion
gains high recoil momentum from ionized electron by rescat-
tering [19,20]. In the intense field regime, highly charged
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ions are produced by intense laser fields and the momentum
distributions of each individual ion show Gaussian-like dis-
tributions centered at zero momentum [13,14,21,22]. This
suggests that the ionization dynamics is mainly dominated
by a sequential process and consequently the electron-
electron interaction is relatively weak.

In this paper we explore the regime with a very intense
laser field by which up to an eight fold charged ion can be
produced. The driving field used in the measurements is a
linearly polarized laser field approximated by

F(t) = Fp f(0)sin(wt + @) (0<1< 7), (1)

where F,, is a peak field strength, w a laser frequency, ¢
the carrier envelope phase, and f(¢)=sin?(#t/ 7) the approxi-
mate laser envelope. Since we study in the present paper
relatively long pulses with full width at half maximum
(FWHM) of about 200 fs or about 80 optical cycles, details
of the carrier envelope phase are unlikely to be important.
Due to the focusing of the laser, F,,, is not spatially homo-
geneous in the interaction region, i.e., the peak intensity
Inax=(c/8m)F%_has a maximum at the focal point and de-
creases with increasing distance from the focal point.
(Atomic units are used throughout unless otherwise stated.)
Since the target gas beam has a spatial spread, atoms expe-
rience different intensities depending on their position rela-
tive to the focal point of the laser. The higher the intensity,
the more electrons are ionized. As a consequence of the spa-
tial spread, a broad charge state distribution is produced
within a single laser shot. The longitudinal momentum dis-
tribution of such ions with individual charged state is ana-
lyzed. We will focus on the width of the momentum distri-
butions and show that the width displays a power-law
behavior as a function of the ionization potential of each ion
with an exponent close to unity. This dependence is found
for the width for different target atoms.
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The theoretical investigation of multiple ionization is not
easy to implement. As the number of electrons involved in-
creases, the ab initio calculation of the many-body dynamics
becomes beyond the reach of the currently available comput-
ing power. To attack such a complicated system, therefore, a
drastic simplification is inevitable. Judging from the studies
of ionization rates and momentum distributions mentioned
above, the laser intensity used in this study is so strong that
only the sequential ionization can be expected to dominate.
For the theoretical study of the momentum distribution of
multiply charged ions we, therefore, employ a single active
electron model. A comparison with measured results sug-
gests the validity of this simplified model for the complicated
multiple ionization dynamics. We simulate the dynamics us-
ing the classical trajectory Monte Carlo method including
tunneling (CTMC-T method [23]). For a very intense laser it
is commonly assumed that electrons ionize over the barrier
rather than by tunneling. However, when the pulse duration
is long, tunneling plays a significant role in determining the
final state of electrons and ions. Electrons ionize long before
a laser field reaches the peak intensity. The final state of an
electron is determined by the laser intensity at the time of
tunneling [24] and not by the peak intensity. Therefore the
effect of tunneling and the temporal field strength during
tunneling plays a key role for this multiple ionization pro-
cess. In the following sections we introduce the experimental
setup used in this investigation, and then the theoretical
model. We analyze the results by comparing the measured
data with simulations.

II. EXPERIMENTAL SETUP

The laser system is based on the chirped pulse amplifica-
tion (CPA) technique [25]. A stretched light pulse (~1 mlJ,
775 nm, i.e., ©=0.059) from a seed laser system (CPA 2001,
Clark-MXR) is amplified up to ~300 mJ by a Ti:S four-pass
amplifier pumped with a ~1.5 7 pulse from a frequency-
doubled Nd:YAG laser (Continuum) operated at 10 Hz. The
amplified light pulse is compressed by a pair of parallel grat-
ings. After compression, the duration of the light pulse is
~200 fs (FWHM) and the energy is decreased to ~120 mJ.

The light is sent to the vacuum chamber through a fused-
silica window. The residual gas pressure of the chamber is
lower than 4 X 10719 Torr. In the vacuum chamber, the light
is focused onto an effusive rare gas beam (Ne, Ar, Kr) with
an off-axis parabolic mirror with a focal length of 300 mm.
The laser beam profile at the focal plane is nearly circular
with a radius, R, of ~15 um at half maximum. The spatial
dependence of the peak intensity near the focal plane can be
approximately represented as

R2

0

Imax(X’ Y’Z) = Tfocal — exp(
R

Y+ 27
2 ) ; (2)

R(X)?

where I, is the maximum intensity estimated to be ~(5
~7)% 10" W/cm? and R(X) is the radius of laser beam at
the plane x=X perpendicular to the propagation direction,
ie., R(O)=R,.
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FIG. 1. A schematic drawing of the time-of-flight analyzer.

The laser beam is crossed with a collimated effusive beam
(diameter: D4,=3 mm) of the gas target [Fig. 1]. While the
target beam has a thermal (300 K) momentum spread along
its direction, the momentum spread along the light polariza-
tion is small compared with the momentum acquired in the
course of ionization. This momentum spread is estimated
from the distance between the nozzle and the crossing point
(60 mm), and the extent of the reaction volume (30 um).
This thermal contribution is about 6% of the experimentally
measured width for the case of Kr* and smaller for larger
charge states or larger ionization potential. The density of the
gas target is ~10° cm™3, which is about one order of magni-
tude lower than the residual gas. This low target density is
adopted to assure that the observed momentum distribution
is not distorted by space charge effects and multiple hits of
target ions of the same charge state on the multichannel plate
(MCP). In the region distant from the focal plane, large num-
bers of low charge state ions are produced since the peak
intensity is low. The number of the detected ions per laser
shot is less than 0.2 for each charge state. In order to detect
only ions produced near the focal plane, a slit with a width of
d,=0.5 mm is placed 5 mm downstream from the target.

The charge state of the ions as well as the momentum
component parallel to the light polarization are measured
using the time-of-flight (TOF) technique. Multiply charged
ions produced by the focused laser light are extracted by a
uniform static electric field of about 27 V em™!. The direc-
tion of the electric field is set parallel to the light polariza-
tion. The extraction region (75 mm) is followed by a drift
region (150 mm), and the extracted ions are detected by a
stack of multichannel plates placed on the other side of the
tube. The time-of-flight of the ion is recorded by a multiple-
event time digitizer (P7886, FAST ComTec GmbH) with a
time resolution of 0.5 ns. A typical width of the peak of the
TOF spectrum is ~7 ns. Because the pulse-pair resolution of
the whole detection system is limited to about 5 ns (the main
contribution comes from the pulse width of MCPs), the de-
tectable number of ions per laser shot is, in most cases, one
for each charge state. Assuming a Poisson distribution for the
number of produced ions per laser shot and using the value
of 0.2 as an upper limit for the number of the detected ions,
a probability that more than one ion is produced can be es-
timated to be less than 3%. The resulting momentum spectra
are compared using theoretical models discussed in the fol-
lowing sections.

III. INDEPENDENT ELECTRON MODEL

For the production of the ion with a certain charge state
A%, we consider a system with ¢ active electrons described
by the Hamiltonian
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q 2
Di - -
Hq=§(E"'Vq(ri)"-ziF(t))+Vint(r17""rq)' (3)

Vine 18 the interaction potential among ¢ electrons to be de-
tached, each of which interacts with the nonactive electrons
through V,(r;) representing the core potential of the A%* ion
screened by those passive electrons. For example, to calcu-
late the Ne“* ion yield the model potential corresponds to the
ion core —10/r screened by 10—g electrons, i.e., V,(r—0)
=-10/r and V, (r—®)=~q/r. The number of active elec-
trons ¢ is determined by the laser intensity relative to the gth
ionization potential of the atom (discussed more in detail
later). Since the simulation of the g-electron system is quite
complicated, we simplify the model drastically. For high la-
ser intensity and long laser duration used in this study, se-
quential ionization is expected to dominate. Correspondingly,
recollisions or, more generally, electron-electron correlation
is assumed to be small. Thus we neglect the interaction term
Vine in Eq. (3). Consequently the dynamics of electrons can
be simplified due to the separability of the Hamiltonian in
the absence of V;,. Each electron follows the equations of
motion by the single active electron model associated with
the Hamiltonian

p2
H, = By +V,(r) +zF(1). (4)

In the CTMC-T code we use for V,(r) the model potentials
proposed by [26,27] which describe the interaction of a
single electron with the ion core of charge state A?* screened
by nonactive electrons. As long as the interactions between
active electrons can be neglected in comparison with the la-
ser interaction term zF(¢), the dynamics of electrons can be
approximated by an independent electron model.

As mentioned above, the peak intensity /,,, (or equiva-
lently the peak field F,,,) determines the number of the
emitted (active) electrons g. We will deduce now the fraction
of atoms in the interaction region experiencing a certain peak
intensity due to the spatial intensity variation of the laser
[Eq. (2)] or, in other words, in which interaction region
(X,Y,Z), ions of a given charge state A?* are produced. The
peak intensity I,,,, varies with the position of atoms relative
to the focal point of the laser, (X,Y,Z). We note that the
motion of the parent atom is neglected and therefore 7,,,,, the
peak of envelope, is a constant for each individual atom dur-
ing the interaction with laser. Since the A%* ion yield is ob-
served when the intensity exceeds a certain intensity I,
which is called the appearance intensity for A?* ions, the
parent atom A is confined inside the volume Y?+Z7°
<R(Iq,X)2 where

D 2
R(1,,X)*=-2R(X)? 1n<—1q—li(i)>, (5)
Ifocal R(O)2

with R?=Y?+2? which follows from Eq. (2). For stronger
fields an additional (or even several) electron(s) is (are) de-
tached and yields A(g+ 1)+ ions. The A9* yield results there-
fore from the region R(7,., X)P< Y2+ZZ<R(I‘],X)2 (Fig. 2).
Equivalently, the atoms exposed to the laser field with a peak
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FIG. 2. Cross section of the laser beam in the focal plane (sche-
matic picture). Intensity distribution is depicted as colored contour
plot in log scale. The region where the corresponding ions are pro-
duced is indicated.

intensity in the interval [, <I,<I,. result in ions of
charge state g*. The density n, of atoms is approximately
constant inside the interaction region since the laser beam
radius and the slit size is much smaller than the atomic beam

radius, i.e., D,>R(X),d,. Thus the number of atoms

R(X)?

max

dR
dl

N(X)AI =27n,R(I,,X) Al=2mn, Al (6)

is exposed to a peak intensity of the laser within the interval
[ ax> Imax +AI] in a fixed plane at x=X. Therefore the inte-
gration over the interaction region

g2 |
p(Imax) = Cf N(X)dX o (7)

—dy2 max

gives the total intensity distribution that the initially neutral
atoms experience [28]. Here C is the normalization constant.
For a simplicity we will use the appearance intensity /, for
the A?* ion determined by the classical threshold, i.e.,

_c Eion(‘])4

78 16¢° @®

where E;,,(q) is the gth ionization potential of the atom A
[29]. The sensitivity of the calculated momentum distribution
on this choice [Eq. (8)] is, however, very small, as will be
discussed later.

IV. CTMC-T METHOD

The dynamics of the system which is reduced to a single
active electron model [Eq. (4)] is simulated by the CTMC-T
method [23,30] which gives us the advantage that it can be
easily implemented to average over different peak intensities
following the distribution shown above [Eq. (2)]. Initially, an
ensemble of electrons each of which belongs to a different

013418-3



DIMITRIOU et al.

ion AW~D* is generated according to the microcanonical en-
semble [31,32] for a screened ion core Vq(r) with an ioniza-
tion potential E;,,(g). Each electron follows the equations of
motion with the Hamiltonian [Eq. (4)]. In order to investigate
the momentum distribution of the A?* ion under the present
experimental conditions, we generate for each individual
electron trajectory a uniformly distributed random carrier en-
velope phase distribution and a random peak intensity
weighted by the distribution [Eq. (2)] within a range of I,
<Ipa <14 as discussed above. Every time the electron
reaches a turning point, i.e., p,=0 and zF(r) <0, the WKB
tunneling probability wy,, is calculated (for details see
[23,30]). The trajectory bifurcates at this moment: The tra-
jectory either tunnels through the barrier with the probability
for tunneling Wi, =1 —(1—w,,)““ or continues on its trajec-
tory inside the barrier with 1—W,,,=(1—-w,,)“?. The prob-
ability W, represents a time-integral over the tunneling rate

dw,, dw, ald)—
#:—a(q)—;(l _thn) @ 1, (9)

where a(g) is the number of equivalent electrons in the atom.
Equation (9) is of binomial form in line with the independent
electron approximation. It is simply a product of the tunnel-
ing rate of a single electron, of dw,,/dt, and of the probabil-
ity that a(g)—1 electrons remain inside the barrier multiplied
by the number of possible permutations, a(g). In the simu-
lation we choose a(g)=3-¢(g=1,2) for atoms with the
ground state electron in an s-state and a(q)=7-¢(q
=1,2,...,6) in a p-state. This method to treat a(g) equiva-
lent electrons is similar to the n-CTMC method developed
for the collision dynamics [33]. This bifurcation procedure is
repeated along the electron trajectory until the end of the
pulse is reached. For example, the trajectory which tunnels at
the next turning point with a probability Wy is weighted by
(I-W,o)W,.,, The total statistical weight summed over all
the bifurcated trajectories originating from a single set of
initial conditions of the microcanonical ensemble adds up to
one. Therefore the contribution of trajectories tunneled at
different times and, moreover, the depletion of the parent
state are properly and effectively accounted for during the
time evolution. We note that a minimum tunneling probabil-
ity is typically set to 107 (this number is varied with the
intensity). Below the minimum value no tunneling is in-
cluded in order to avoid the enormously large number of
(ineffective) bifurcations. After the conclusion of a pulse the
final state of each trajectory is calculated analytically at ¢
=o0. The distribution of a momentum component parallel to
the laser polarization can be thus obtained from the ensemble
of trajectories. The resulting distribution and its width will be
compared with the measurements in the next section.

V. LONGITUDINAL MOMENTUM DISTRIBUTION

Figure 3 shows a longitudinal momentum distributions of
Ne* driven by a laser pulse with a 200 fs (FWHM) pulse
duration, a wavelength of 775 nm (w=0.059 a.u.), and a
peak intensity of 50—70 PW/cm?. The measured spectrum is
well-reproduced by the simulation. For reference, we also
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FIG. 3. Longitudinal momentum distributions of Ne*. Solid
line: measured distribution, dashed line: CTMC-T, and dotted line:
ADK. For the CTMC, the number of equivalent electrons is set to
a(1)=6.

plot the distribution predicted by the ADK theory [8,9]. Due
to the very intense laser field, the Gaussian-like distribution,
ie.,

p? )
LopaoxDP )’ (10)

3 I 3/4
Opapx(l) = Vﬁ(ZE- (q)) (11)

(see Ref. [9]) is observed rather than a more complex struc-
ture seen for the lower laser intensity [17]. The width of the
distribution from the ADK theory seems to agree with the
measured spectrum when the estimate is made using a fixed
peak intensity /=1, which is the lower boundary of the in-
tensity interval pertaining to the charge state g=1. A more
detailed comparison between the measurements and the two
different theories can be made for different target atoms and
charge states (Fig. 4) where the momentum distribution
widths are plotted as a function of ionization potential. We
note that for the ADK estimate a factor of 212 log 2 is in-
cluded to compare with the measured data in FWHM. Inter-
estingly, the measured width depends on the ionization po-
tential as dp < E} (g) with vy close to unity. This dependence
is almost independent of the target atom (the y* deviation is,
on average, x>=0.88). The CTMC-T results approximately
reproduce such a nearly linear power-law scaling in agree-
ment with measured data. We also show the two limiting
cases of a power-law behavior derived from the ADK theory.
P apk * Eion(q)?"* for a same charge state and different target
atoms and &p zpk * Eion(¢q)*'* for a same target and different
charge states assuming E,,(q) > ¢ [see Egs. (8) and (11)]. By
fitting the data for different targets to a single power law in
the ionization potential, i.e., Ap*E} , the measured widths
yield y=1.08, the CTMC widths y=1.01, and the ADK
widths y=0.875. The exponent of the power law can be de-
termined with smaller x> when the fitting is done for differ-

g(p,) = eXp(—

where
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FIG. 4. (Color online) Width (FWHM) of the ion momentum
distribution as a function of E;,,(¢). The atoms are subject to a
200 fs laser pulse with a wavelength of 775 nm and a peak intensity
of 50-70 PW/cm?. (a) Measured results (squares), (b) the results
simulated by the CTMC-T (circles), and (c) the ADK estimates
(triangles) are plotted. In (d) and (e) the different atomic species are
plotted separately and the definition of the symbols is the same as in
(a)—(c). The results are fitted to a power law Ap<EY and depicted
by the dashed lines. In (c) a power-law behavior Ap o EX'* estimated
by the ADK theory (see the text in detail) is also plotted (dotted
line).

ent atomic species separately. For Ne, we find y=1.16
(expt.), 1.004 (CTMC), 0.853 (ADK) and for Ar y=1.04
(expt.), 0.901 (CTMC), and 0.724 (ADK). Thus the CTMC
results for the exponent y agree with the measured data
within an error of 10% while the ADK underestimates the
exponent by 20%-30%. The largest absolute deviation from
the experiment appears at the lowest ionization potential
[Eion(g=1)=14 eV] for krypton.

For an ionization potential near 21 eV (Ne*) the different
models happen to coincide leading to the fortuitous agree-
ment of Fig. 3. The good agreement seen in Fig. 3 thus
seems to be coincidental. This is not surprising considering
the fact that neither the effect of laser envelope nor the in-
tensity averaging is taken into account in the ADK estimates.
The standard ADK approximation has been developed for
systems driven by a monochromatic laser field. As recently
reported, a temporal laser profile at the momentum of ion-
ization (or tunneling) determines the final state of ionized
electrons, i.e., the final angular momentum [24] and the final
energy [34]. Therefore in order to estimate a proper momen-
tum width using the ADK theory, Spapk() has to be aver-
aged over a temporal laser intensity at the moment of ioniza-
tion rather than over a peak intensity [Eq. (7)]. Since the
distribution of the temporal laser intensity effective for ion-
ization is a convolution of a peak intensity distribution and a
time dependent ionization rate determined by laser envelope,
the averaging can be quite complicated. For a short and rela-
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FIG. 5. Momentum distribution width of the H* ion driven by
laser with a wavelength of 775 nm and pulse durations (25, 100,
and 200 fs). The width is plotted as a function of the peak intensity
of the laser. (No intensity averaging is done.) In the ADK estimate
the momentum width is evaluated using the peak intensity and in-
dependent of the pulse duration.

tively weak laser, ionization takes place within a few half-
cycles of laser and this averaging does not play an important
role. However, in the present case of a long (~200 fs) and
intense laser pulse, ionization takes place over many half-
cycles each of which has a different maximum amplitude.
Therefore the averaging considerably affects the width of
momentum distributions.

Figure 5 shows the width of the momentum distribution
predicted by the ADK model [Eq. (11)] together with the
width estimated by the CTMC-T simulation for a fixed peak
intensity for hydrogen. A similar behavior is observed for
rare gas atoms. Considering the fact that the CTMC-T and
the ADK estimates are based on quasiclassical tunneling, the
difference can be primarily attributed to the effect of laser
envelope accounted for in the CTMC-T but not in the stan-
dard ADK approximation. As illustrated in Fig. 5, the width
6p calculated by the CTMC-T, Spcrmcs depends on the pulse
duration. As the pulse duration increases, dpcmvc becomes
smaller overall and the slope d(8pcrmc)/dlmgy decreases as
well. This tendency indicates a saturation of ionization, i.e.,
atoms never experience the peak intensity I, since they
tunnel and ionize before the laser reaches its peak [28,35]. In
the limit of infinitely long pulse, ionization saturates when
the temporal intensity of the laser is roughly given by the
appearance intensity /, and therefore dpcryc is determined
by I, and independent of the peak intensity /.. With a finite
duration of the laser, electrons do not have enough time to be
ionized while the laser intensity is around I, and, therefore,
ionization saturates at intensities slightly larger than 7, lead-
ing to larger values of dpcryce. Since the larger peak inten-
sity corresponds to a faster ramping of the laser amplitude,
the saturation intensity and, correspondingly, the resulting
momentum width dpcrpc increases as a function of the peak
intensity (see Fig. 5). One should also realize the sensitivity
of dp on the interval used for the peak intensity averaging.
Within the CTMC-T model we have simply restricted the
intensity integration to the interval [, <[, <[, deter-
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mined from a classical ionization threshold [Eq. (8)]. A more
realistic choice of an integration range might influence the
final width dp. The width Jp is, however, a slowly increasing
function with a peak intensity, especially for a laser pulse
with a long pulse duration. The slope becomes small for
higher intensity where the main contribution to ionization is
expected. Therefore a modification of the integration range is
not expected to strongly affect the width plotted in Fig. 4.

VI. CONCLUSIONS

We have investigated the momentum distributions of ions
with different target atoms and charge states driven by a very
intense (50—70 PW/cm?) and relatively long (200 fs) laser
pulse. While the ionization mechanism involves many elec-
trons and, in principle, is very complicated, the resulting
width of momentum distributions appears to be surprisingly
simple displaying an approximate power-law dependence on
the ionization potential of ions with an exponent close to
unity. This behavior is largely independent of the target
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atom. A simplified theoretical study using a single active
electron model reproduces the observed nearly linear depen-
dence on the ionization potential. In this laser parameter re-
gime (intensity and long pulse duration), the observed behav-
ior is dominated by the interaction of the active electrons
with the laser field and electron-electron interactions are of
minor importance. For a relatively long (200 fs) laser pulse,
the effect of laser envelope becomes significant and plays an
important role for the momentum width. It is interesting to
study a similar ionization process with a shorter laser pulse
where the effect of the laser envelope manifests itself differ-
ently and the electron-electron correlation should become
more important.
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